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1 Multi-attribute decision problems

‘Which one should I choose?’ – this question comes to the surface every day and is an elementary momentum in human thinking and behavior. The amount of time and energy spent on finding the answer primarily depends on the importance of the problem. Solving problems of low importance is easy, a routine task, but decisions with serious consequences are preceded by consideration. My dissertation concentrates on the latter type of tasks: the importance of the problems requires thorough analysis.

The aim of a multi-attribute decision problem is to select the best one from among a given set of alternatives, with respect to certain attributes, or rank the alternatives.

Here, I will mention only some problems in Hungary, which received a wide publicity in 2004.

- tender on the concession building and operation of highway M6;
- the privatization of MALÉV Hungarian Airlines;
- the privatization of National Textbook Publishers;
- third generation mobile phones – tender;
- ordering trams to be run along the Grand Boulevard in Budapest;
- appointing the chairman of the MTV.

The examples from different fields share these common attributes:

- some of their attributes contradict each other;
- there is not a single best solution, mathematical;
- subjective factors influence the decision.

Some of the above problems resulted in serious political and social conflicts. Generally, the process of decision making is not public, therefore, it is difficult to judge from a professional point of view what turned some evaluations of certain tenders to scandals. By all accounts, the facts show that decision making on a professional basis is indeed necessary.
2 Utility functions

Utility functions, one of the basic concepts in economic sciences, play an important role in expected utility theory elaborated by Bernoulli [1], Ramsey [27] and Menger [26] and, similarly, in statistical decision theory by Wald [35]. The basic problem is as follows. Given a table containing possible actions (alternatives) $\mathcal{A}_1, \mathcal{A}_2, \ldots, \mathcal{A}_n$, and possible occurrences $s_1, s_2, \ldots, s_k$ with probabilities $p_1, p_2, \ldots, p_k$, 
$c_{11}, c_{12}, \ldots, c_{nk}$ – which can be called payments or winnings – represent the values of the alternatives on the basis of the occurrences.

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>$s_1$</th>
<th>$s_2$</th>
<th>$\ldots$</th>
<th>$s_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{A}_1$</td>
<td>$c_{11}$</td>
<td>$c_{12}$</td>
<td>$\ldots$</td>
<td>$c_{1k}$</td>
</tr>
<tr>
<td>$\mathcal{A}_2$</td>
<td>$c_{21}$</td>
<td>$c_{22}$</td>
<td>$\ldots$</td>
<td>$c_{2k}$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\ddots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$\mathcal{A}_n$</td>
<td>$c_{n1}$</td>
<td>$c_{n2}$</td>
<td>$\ldots$</td>
<td>$c_{nk}$</td>
</tr>
</tbody>
</table>

If payments are considered through a utility function $u : \mathbb{R} \to \mathbb{R}$, then the aim is to select the $j$-th alternative with the maximal expected utility

$$\sum_{i=1}^{k} p_i u(c_{ji}).$$

The above is the basic problem of expected utility theory. The decision problem under uncertainty can be converted into a multi-attribute decision making problem as follows:
### Decision making under uncertainty ↔ Multi-attribute decision making

<table>
<thead>
<tr>
<th>Actions (alternatives)</th>
<th>Alternatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Occurrences</td>
<td>Attributes</td>
</tr>
<tr>
<td>Probabilities of the occurrences</td>
<td>Weights of attributes</td>
</tr>
<tr>
<td>Utility of payments</td>
<td>The evaluation of the alternatives, with respect to the attributes</td>
</tr>
</tbody>
</table>

The possibility of having the utility function in additive form and its application in multi-attribute decision problems were analyzed by Fishburn [14], Keeney and Raiffa [22]. A summary in Hungarian was given by Temesi [32].

The applications of utility functions in real decision problems are presented with specific examples in Sections 8 and 9. Some constructions of numerical utility functions are given in order to evaluate the alternatives with respect to the attributes, in solving practical problems converted into multi-attribute decision tasks.
3 Multi-attribute decision models

Modelling multi-attribute decision problems is a young discipline. Models of the past half-century may be classified mainly in three categories:

- basic methods – models based on elementary rules;
- methods aggregating, by using the weights of attributes, the evaluations of alternatives, with respect to the attributes;
- outranking methods.

Basic methods are based on concepts or heuristics that can be formulated easily. If the evaluation of the alternatives, with respect to an attribute, is given, one can select the best alternative, by using a simple principle, or, at least, the range of alternatives gets narrower. In the lexicographic model, e.g., if the rank of importance of the attributes is known, then the winner will be the best alternative, with respect to the most important attribute. If there are several ones of this kind, then the second most important attribute is checked and the alternative(s) evaluated, with respect to it. The process is continued until there remains only one alternative.

In aggregating methods the solution of a multi-attribute decision problem consists of 3 main steps:

- evaluate the alternatives with respect to the attributes;
- determine the weights of importance of the attributes;
- aggregate the evaluations by using the weights of attributes.

Most cited models are Multi Attribute Utility/Value Theory (MAUT/MAVT, [22]), Analytic Hierarchy Process (AHP, [29]), and Simple Multi Attribute Ranking Technic (SMART, [9]).

The outranking relation was introduced by Roy [28] in order to compare the alternatives. An elementary step of the method is to decide how much an alternative is preferred to another one, with respect to an attribute. Methods ELECTRE [28], PROMETHEE [3], and KIPA [23] in the Hungarian relation, are the best known ones.

Weighting, i.e., the numerical expression of the importance of attributes, is needed in all models excluding basic methods. Weights reflect the goals and the preference of the decision makers. The difficulty is that importance has no generally accepted unit of measure, it can only be interpreted together with some sort of scale. It is possible that the decision maker can specify
the weights of attributes directly in a numerical way. This process is also called simple direct weighting. In case of complex problems the decision maker cannot be requested to give all the weights of attributes converted into numbers to the modeler. The division of the decision problem into smaller parts allows the decision maker to answer simple and clear questions, from which the weights of the whole problem can be computed.

Some of the best known weighting methods are the simple direct weighting, mentioned above, methods of Churchman-Ackoff and Guilford, linear programming techniques, the SMART, and methods based on pairwise comparisons. A class of the latter is discussed in the dissertation.

We assume that the premise used in preference modelling is an axiom, according to which decision makers are able to compare two objects (e.g., the importance of two attributes) and tell that one is better (or bigger) than the other or they are equal.

In the 1780’s, Condorcet [6] and Borda [2] introduced the concept of pairwise comparison as a relation between two elements of a rank built based on individual preferences. Pairwise comparisons were used in experimental psychology by Weber and Fechner [13] in the middle of the 19th century, followed by Thorndike [33] and Thurstone [34] in the 1920’s. The applications of pairwise comparisons were studied in a historical and methodological summary by Kindler and Papp [23].

In the dissertation a class of pairwise comparisons is discussed, in which elements are compared in a ratio scale. The decision maker is requested to compare the objects as follows: how many times one is better or bigger than the other one [29]. The object to be compared depends on the problem and may appear as:

- the importance of attributes;
- the evaluations of alternatives, with respect to the attributes;
- weights of competence, in group decision making.

Pairwise comparisons can be arranged into a square matrix. The definition is as follows.
Definition. Let $\mathbb{R}_+^{n \times n}$ denote the class of $n \times n$ matrices containing positive elements. The matrix

$$A = \begin{pmatrix}
1 & a_{12} & a_{13} & \ldots & a_{1n} \\
1/a_{12} & 1 & a_{23} & \ldots & a_{2n} \\
1/a_{13} & 1/a_{23} & 1 & \ldots & a_{3n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1/a_{1n} & 1/a_{2n} & 1/a_{3n} & \ldots & 1
\end{pmatrix} \in \mathbb{R}_+^{n \times n}
$$

is called pairwise comparison matrix if

\begin{align*}
    a_{ii} &= 1, & (1) \\
    a_{ij} &= \frac{1}{a_{ji}}, & (2)
\end{align*}

for all indices $i, j = 1, \ldots, n$.

$a_{ij}$ shows how many times the $i$-th element is judged to be better than the $j$-th one by the decision maker. According to equation (1), a comparison of each element to itself results in 1.

Property (2) is based on the reciprocity assumption, i.e. if the $i$-th element is $a_{ij}$ times bigger than the $j$-th one, then the $j$-th one is $\frac{1}{a_{ij}}$ times bigger than the $i$-th one. Considering properties (1)-(2), a pairwise comparison matrix referring to $n$ elements can be written by using $\binom{n}{2} = \frac{n(n-1)}{2}$ comparisons.

Definition. A matrix $A = [a_{ij}]_{i,j=1,2,\ldots,n} \in \mathbb{R}_+^{n \times n}$ of properties (1)-(2) satisfying

$$a_{ij}a_{jk} = a_{ik}$$

(3)

for all indices $i, j, k = 1, \ldots, n$, is called consistent pairwise comparison matrix. A matrix satisfying properties (1)-(2) but violating (3) is called inconsistent.

The aim is to determine weights $w_1, w_2, \ldots, w_n$ from matrix $A$ containing the pairwise comparisons of the elements. Conditions referring to the weights are as follows:

\begin{align*}
    w_i &> 0, & i = 1, 2, \ldots, n, & (4) \\
    \sum_{i=1}^{n} w_i &= 1. & (5)
\end{align*}

The weights are jointly denoted by weight vector $\mathbf{w} = (w_1, w_2, \ldots, w_n)^T$. 
Several methods exist for solving the weighting problem. In Analytic Hierarchy Process (AHP, [29]), the weight vector is computed as the normalized right eigenvector corresponding to the maximal eigenvalue of matrix $\mathbf{A}$. In each distance minimizing method, an objective function is considered and the weights are computed from the optimal solution(s). The Least Squares Method [5] and its relaxed modifications, e.g., Weighted Least Squares, Logarithmic Least Squares, and Chi Squares, and also the Singular Value Decomposition [17] and Goal Programming are the best known weighting methods.

In case of a consistent matrix, all the methods result in the same weight vector. The difference of results arises when the matrix is inconsistent. A multi-attribute analysis was done by Golany and Kress [18]. They concluded that each method has advantages as well as drawbacks, therefore, none of them is ‘prime’.

The Least Squares Method ($LSM$) problem was defined more than 30 years ago, even so, I found rather few papers in solving it. Unlike other methods, the $LSM$ may have multiple solutions [20]. The objective function may be non-convex and the difficulty of using algorithms based on Newton’s iteration ([20], [11]) is to find all the optima. Solutions usually depend on the initial point. I have not found a paper in computing all the local and global optima of $LSM$ until now.

The aim of my research was to analyze and solve problems, according to my knowledge have not been studied by others, as follows:

- computing all the solutions of the $LSM$ problem corresponding to pairwise comparison matrices;
- analyzing the structure of a pairwise comparison matrix in view of all the solutions;
- studying the consequences of the existence of multiple solutions in decision theoretical context, e.g., referring to the inconsistency of a decision maker or the pairwise comparison matrix filled in by her/him.

The main application area of weighting methods is to determine the weights of attributes in multi-attribute decision problems, whereas, it can be used for the evaluation of the alternatives or voting powers of decision makers in group decision problems.

It is also shown in the dissertation that the applicability of $LSM$ is not restricted to the matrices completely filled in (containing $\binom{n}{2}$ comparisons). In this point of view, it is more general, then, e.g., the Eigenvector Method.
4 Methods used in research

Solving polynomial systems

The minimization problem of \( LSM \) is approached by a transformation of the first-order optimality conditions into a multivariate polynomial system. Polynomial systems are often used in mathematical (geometrical), physical and engineering (kinetic and equilibrium) problems. The solution, just like in the case of non-linear systems, is not simple. The four methods below are studied for solving tasks of small size:

- resultant method;
- Gröbner-basis;
- generalized resultant method;
- homotopy algorithm.

Since all the solutions of a polynomial system are required, methods based on Newton-iteration are not considered here. However, if an approximating solution computed by using a polynomial system solver method is chosen as an initial value of the Newton-iteration, it is possible to attain arbitrary exactness.

4.1 Resultant method

The resultant is originated from the roots of two univariate polynomials. It indicates whether the polynomials have a common root. If so, the resultant is equal to zero. In other words, it is a necessary condition of the existence of a common root. The solution of a system of two polynomials of two variables can be written as the roots of a univariate polynomial. The theoretic elegance of resultant method meets with limits in practical use. As I found, systems of more than 2 equations cannot be solved with the resultant method.

4.2 Gröbner-basis

Gröbner-basis was defined by Buchberger [4] for analysing polynomial rings and ideals. A Gröbner-basis corresponding to a polynomial sys-
tem is equivalent to the original one, in the sense that they have the same roots. Nevertheless, Gröbner-basis have additional properties, which may be made use of during the division by polynomials and other operations.

### 4.3 Generalized resultant

The generalized resultant was introduced by Dixon [7] (and is called Dixon-resultant after him) for solving polynomial systems of two or more equations. The role of Dixon-resultant is the same as the resultant’s: it is computed from the coefficients of the multivariate polynomials, and is equal to zero if and only if the polynomial system has a solution (common root).

The algorithm based on Dixon-resultant proposed by Bezout, Dixon, Kapur, Saxena and Yang [21] was implemented by Lewis [24] in computer algebra system Fermat, which was also developed by him.

### 4.4 Homotopy algorithm

Homotopy continuity methods have been developed in the past 25 years, and now they are considered as reliable and efficient algorithms for computing all the solutions of non-linear systems.

The numerical computation of all the solutions of polynomial systems by homotopy algorithm was first proposed by Garcia, Zangwill [16], and independently, by Drexler [8].

I have used the algorithm of Li and Gao [25, 15] for the computation of the solutions of polynomial systems corresponding to the $LSM$, as special non-linear systems.
5 Theoretical and methodological results

5.1 Solution of the Least Squares Method ($LSM$) problem

The problem of $LSM$, one of the weighting methods based on pairwise comparison matrices, was solved in Section 4 regarding the sizes of $3 \times 3, 4 \times 4, \ldots, 8 \times 8$. Since the non-linear objective function to be minimized is nonconvex, the optimum is usually not unique. The methods based on Newton iteration, applied formerly to the solution of the problem, are of the specific feature that the solution is sensitive regarding the initial point. The methods discussed in the dissertation are able to find all the local and global minima. By my experience, the resultant method and Gröbner-bases may be applied to $3 \times 3$ matrices, the software Fermat, based on generalized resultants, to $3 \times 3$ and $4 \times 4$ matrices, and the homotopy method to $3 \times 3, \ldots, 8 \times 8$ matrices.

Individual results:

- transforming the least squares optimization problem into finding all the common roots of a multivariate polynomial system [P-1];
- implementing the resultant method in softwares Maple and Matlab in the case of $3 \times 3$ matrices;
- constructing the polynomial system corresponding to the $LSM$-problem for any size of matrices [P-3].

Results from joint work:

- the solution of the polynomial system of 3 variables and 3 equations corresponding to $4 \times 4$ matrices, by using the software Fermat implemented by Lewis [P-2];
- the solution of the polynomial systems deriving from $3 \times 3, 4 \times 4, \ldots, 8 \times 8$ matrices, by using homotopy method implemented by Gao [P-3].
5.2 Numerical results

Individual results:

At the present stage of research, I can generate $3 \times 3$ matrices in large numbers and compute $LSM$-weights automatically. Comparing the Eigenvector, Least Squares and Singular Value Decomposition Methods, I concluded as follows:

- the $SVD$-inconsistency significantly differs from the other two. In the almost consistent range, the $SVD$-inconsistency is the best in distinguishing the different levels of a decision maker’s inconsequence;

- matrices acceptable by the 10%-rule of $EM$-inconsistency may be approximated in $LSM$ sense, too, with a small error;

- examples were presented for matrices of less than 10% $EM$-inconsistency but the $SVD$-inconsistency is high;

- as the level of inconsistency increases, the weight vectors computed by various methods differ from each other more and more;

- in case of large $EM$-inconsistency, the $EM$ weight vector is close to the vector of equal components, $(\frac{1}{3}, \frac{1}{3}, \frac{1}{3})$, and the $LSM$-solution is, most often, not unique.

I examined the $(CR)$ value of $EM$-inconsistency, used for measuring the level of inconsistency of pairwise comparison matrices, by a statistical analysis of a large number of randomly generated matrices. As numerical results show, the 10% rule of $EM$-inconsistency is significantly different regarding various sizes of the matrix:

- for $n = 3$, a significant share (28%) of matrices is acceptable;

- for $n = 4, 5$, a small share is acceptable;

- for $n = 6, 7$, few matrices are acceptable;

- for $n = 8, 9, 10$, no matrix of acceptable inconsistency was found in the sample of ten million randomly generated matrices.
The aim is of the actual form of the result above is to raise further questions. Does a relation exist, (and in the affirmative, what kind?) between the levels of inconsistency of a concrete pairwise comparison matrix filled in by a decision maker faced with a concrete problem in a real decision situation and the matrices generated randomly? For the answers, further research analysing matrices from practice is needed.

5.3 Research directions

At present, the computation of $LSM$-weights of $4 \times 4, \ldots, 8 \times 8$ matrices is done one by one, therefore, the possibility of statistical analysis is limited. CPU-times (especially in cases of $n = 7, 8$) point that methods discussed in the dissertation are still not suitable for solving decision problems in real time. Algorithms are in stage of research.

Present algorithms and computational capacities allow us to do calculations with matrices of maximum size $8 \times 8$. In complex problems comparing more than 8 objects (e.g., importance of attributes) might be necessary. The $LSM$-problem regarding $9 \times 9$ and $10 \times 10$ matrices is still unsolved.

When solving decision problems, it is necessary to guarantee that the weight vector computed from a pairwise comparison matrix be unique. The property of uniqueness holds for the Eigenvalue Method and the Singular Value Decomposition Method but a necessary and sufficient condition for the Least Squares Method is still unknown. A necessary condition of the non-uniqueness of the least squares solution of a class of pairwise comparison matrices was given by Farkas and Rózska [12].

A comparison of weighting methods is also essential both in decision theory and in practical applications. The aim is to select the method suitable for specific properties of decision problems the best. The mapping and identifying of properties is a subject of present research.

The Least Squares Method was originally defined for matrices completely filled in. But it can be written also in case of missing elements. In practice, the time of decision makers is a bottleneck, therefore, techniques are needed for getting enough information as efficiently as possible. First of all, matrices of larger sizes such as $8 \times 8, 9 \times 9, 10 \times 10$ may be interesting from this point of view. From the computations of the first stage of my research, I concluded that in some cases it is enough to have essentially fewer comparisons than $\frac{n(n-1)}{2}$. 
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6 Pairwise comparison matrix in Leontief input-output model

Pairwise comparison matrices are related not only to multi-attribute decision problems, but other areas as well. One of them is the dynamic Leontief input-output model in case of balanced growth [36].

Stojanović [31] showed that in case of an economy of balanced growth, in which each sector grows at the same rate, the growth matrix, defined by himself, can be written as a scalar multiplication of a pairwise comparison matrix.

Steenge [30] proved that both static and dynamic-stationary Leontief input-output model can be written with a pairwise comparison matrix.

Research directions

In practice, the growth matrix constructed from the empirical growth rates of the sectors does not satisfy all the conditions of the models. Conclusions might be drawn for the model as a dynamic system by mapping the eigenvalues of the matrix, as Farkas and Rózsa [10] analysed a class of specially perturbed pairwise comparison matrices.
7 Application: Ranking bank projects

The application discussed in this section was ordered by the center of an international bank in Hungary (mentioned as ‘Bank’ in the following parts). The Bank faced the problem of ranking 50-100 projects. Our aim was to construct a model for the prioritization and the recommendation of implementation, which works also in the case of a dynamically changing set of alternatives.

The work has been completed by the Laboratory and Department of Operations Research and Decision Systems, Computer and Automation Research Institute, Hungarian Academy of Sciences in 2001/02 [CS-1].

We did not find a decision model in the literature which could have been directly adapted to solve the problem, consequently, we created a new model. The attributes defined together with experts from the Bank were organized in a tree structure. The weights of the attributes were computed based on the pairwise comparison matrices filled in by the top management of the Bank, which made it possible to adapt the ranking model to the Bank’s strategy.

The construction of utility functions based on the information from the Bank was recommended for the evaluation of projects (alternatives). In case of objective attributes, the evaluation was done automatically, by using built-in utility functions. For subjective attributes, uniform and clear-cut scales were introduced in order to make the work of the decision makers participating in the evaluation process easier.

Our model was installed in the Bank in 2002 and, according to a written reference, is still running successfully.

Individual results:

- computation of the weights of attributes from pairwise comparison matrices given by the top management of the Bank;
- building a method for the evaluation of the alternatives, construction of utility functions based on the instructions given by the Bank’s representative;
- delimitation of the applicability of Expert Choice in this problem.
8 Model: Decision tasks in *Brainfarm*

The last section of the dissertation presents a modelling task in the project *Brainfarm*, which is a collaborative model for academic communication, publication and research on-line. The aims of this task were to design a recommendation system, explore the system of connections among users, formulate and solve the process of group formation as a decision problem. [CS-2]. *Brainfarm* has been engineered by a co-operation of Media Research Centre, Department of Sociology, Budapest University of Technology and Economics along with the Laboratory and Department of Operations Research and Decision Systems, Computer and Automation Research Institute, Hungarian Academy of Sciences and Frutta Elettronica, a multimedia development company.

Our team constructed decision models, new ones in the international literature, by which tasks as follows can be handled:

- real time recommendation in a system of thousands of users and several ten thousands of pages and documents;
- the follow-up of the users’ activity and its feedback into the system;
- the creation and strengthening of connections among users;
- decision situations during the operation.

**Individual results:**

- detecting and modelling tasks which may be defined as decision problems;
- defining the attributes of multi-attribute decision problems;
- **constructing methods (utility functions) for evaluation, with respect to the attributes;**
- computing the weights of attributes based on pairwise comparison matrices;
- summarizing some methods for measuring the similarity of user profiles and evaluations in *Brainfarm.*
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