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Abstract
Today's complex manufacturing systems operate in a changing environment rife with uncertainty. The performance of manufacturing companies ultimately hinges on their ability to rapidly adapt their production to current internal and external circumstances. Partly based on a running national research project on digital enterprises and production networks, the paper illustrates how the concepts of intelligent manufacturing systems and digital enterprises can contribute to the solution of the above problems.

Keywords:
Digital Enterprises, Production Networks, Intelligent Manufacturing

1 INTRODUCTION
Manufacturing systems of our epoch work in a fast changing environment full of uncertainties. Besides internal factors (e.g. malfunctions, break-downs), the main external reasons of uncertainties are:

- increasing and diversified customer demands,
- enhancing role of the one-of-a-kind production, fast sequences of new tasks,
- increasing number and speed of communication channels,
- appearance of new technologies,
- frequently changing partnership (suppliers, distributors, customers, purchasers),
- instability of market circumstances (e. g. hectic changes of raw material prices).

Increasing complexity is another characteristic which shows up in production processes and systems and in enterprise structures as well [1], [2]. One of the newly emerging areas of research is related to the globalization of production, representing a real challenge for the planning and management of production systems. Production networks (PNs) are formed from independent companies collaborating by sharing information, skills, resources, having the same goal of exploiting market opportunities [3].

The concept of the digital enterprise, i.e. the mapping of all the important elements of the enterprise processes by means of information technology tools gives a unique way of managing the above problems. By using the recent advances of information and communication technologies (ICT), theoretically, all the important production-related information can be made available and manageable in a controlled, user-dependent way [4]. However, the management, the optimal or near to optimal exploitation of the available huge amount of information cannot be imagined without the effective application of the methods and tools of artificial intelligence (AI), sometimes, more specifically, machine learning (ML) techniques [5].

The development and application of intelligent decision support systems will help enterprises to cope with the problems of uncertainty and complexity, increase their efficiency, join in production networks and to improve the scope and quality of their customer relationship management [4].

According to [6], digital enterprise technology (DET) can be defined as “the collection of systems and methods for the digital modeling of the global product development and realization process, in the context of lifecycle management”. In the same paper, five main technical areas are outlined as cornerstones for realizing digital enterprises:

- distributed and collaborative design,
- process modeling and process planning,
- production equipment and factory modeling,
- digital to physical environment integrators,
- enterprise integration technologies.

The fundamental aim of the paper is to introduce some attempts towards the realization of digital enterprises. A part of the approaches to be presented has been conceived and developed in the framework of a project run in Hungary on Digital Enterprises, Production Networks [4] supported by the National Research and Development Program (NRDP). The partners in the project build a well balanced “academia-industry” cluster: a big manufacturing enterprise, an information technology SME are on the industrial side, while the academia is represented by the Budapest University of Technology and Economics, the Miskolc University, the Computer and Automation Research Institute, Hungarian Academy of Sciences (SZTAKI).

Following the above “cornerstones” of the digital enterprise technology, the paper introduces some novel research results achieved at SZTAKI, partly in
cooperation within the national project, as possible contributions to the realization of digital enterprises.

2 COLLABORATIVE DESIGN AND CONCURRENT ENGINEERING

2.1 Design integration
The scope of engineering has been changed and expanded a lot since the requirements toward engineering design and planning have been influenced by two new trends: the growing integration on the one hand, and the increasing distribution of work on the other hand. This situation is by no means a paradox: the results of various engineering activities should be put together; i.e., integrated in order to specify and to manufacture products that meet best the actual customer requirements, fit resource capabilities and capacities, satisfy quality standards and environmental concerns. Collaborative design attempts to integrate design support in various branches of engineering (mechanical, electrical, control, etc.) and to transform an essentially sequential design process into a parallel, negotiated process where improvements are made by interaction rather than by iteration.

Concurrent engineering (CE) has a different, in some sense broader focus. CE assumes that engineering design must take the requirements and properties of all the processes that specify, create, maintain and re-cycle products into account. Consequently, it should embrace all the main life-cycle activities such as marketing, design, manufacturing, assembly, distribution, sales, operation, maintenance, disposal and re-cycling. The expectations are great: fewer modifications, shorter time-to-market, more efficient resource utilization, better process and product quality. Until now, CE has focused rather on simultaneous product and production process design, i.e., on CAD and CAPP integration [6].

However, CE’s focus has to be expanded so that it can cover also the impact of changing production demand on the overall load of the factory as early as possible, during or even before - design time. Matching future production load and resource capacities; making plans that determine the flow of materials and the allocation of resources over a given horizon have traditionally been considered the tasks of production and capacity planning [7]. Herewith we suggest a novel approach to combine basic engineering and planning functions.

2.2 Project-based planning
Our approach is applicable primarily in industries where complex, resource and cost intensive one-of-a-kind products are made on an engineering-to-order basis. Further on, we consider production in a network where decisions on the allocation of tasks and the use of resources should concern both internal and external capacities; where the internal flow of materials should be synchronized with the incoming and outgoing flows [3]. All this makes the problem of planning extremely hard to solve. Conversely, the complex situations call for efficient, robust decision support methods. Hence, there is a need for intuitive and flexible models and fast, reliable solution techniques that scale-up well also to large problem instances.

To handle this complexity we apply the principle of aggregation and remove certain details in the representation of products and orders, production processes, resource capacities, as well as of time. For instance, the time horizon is long and medium term, with a week’s time unit. However, contrary to traditional approaches, we do not apply decomposition to split the problem into a load and a capacity-oriented sub-problem.

The basic idea is to model orders as projects that compete for a number of limited-capacity resources. Our method is based on a generalized version of the resource-constrained project scheduling problem [8] and unifies the resource and the material flow oriented aspects of production and capacity planning. Resource-constrained project scheduling problems are concerned with scheduling a number of discrete activities, each requiring some resources. Constraints due to the limited capacities of resources and precedence relations between the activities are prescribed. The classical model assumes fixed activity durations and a constant rate of resource usage during the entire processing of every activity. However, in aggregate planning the above assumptions cannot be taken and there is either no need to generate detailed solutions for future periods that will certainly be different from what is anticipated. Hence, we extended the classical model so that

- each activity can be executed with varying (even zero) intensity,
- resources can be shared out among activities continuously.

2.3 Resource-constrained project scheduling
Projects may include various activities that are needed to complete an order; e.g., engineering design, technological process planning, components manufacturing, assembly, programming, documentation, installation, deployment. Although some logical ordering of the activities is to be followed, many of them may overlap in time, especially in case of large projects. Each activity may call for the use of a number of different resources.

The required resources are typically both machine and human resources that should be shared by activities of different projects. The resources may be distributed, geographically dispersed and belong even to different organizations.

Each product order is considered as a project. Projects have time windows given by their earliest start and the latest finish date. A project consists of activities that are linked by precedence constraints. Each activity may require several resources and the execution of a given amount of work. However, the intensity of executing an activity may vary over time; the activity can even be preempted. Activities here are aggregates; they represent a logical group of design, manufacturing, assembly, etc. operations, some of which are executed simultaneously, while others sequentially, and still others independently of each other. This leads to a model in which neither processing times of activities are fixed, nor their intensity is constant over time, however, the amount of work needed to process them is fixed. The solution of a problem instance is a project schedule which specifies what portions of which activities have to be done in each time unit, so that all precedence and capacity constraints be respected, and the schedule is optimal with respect to the use of external resource capacities. (For further details, see [9].)

Having introduced variable-intensity tasks and continuous resources, the model can be solved by customized mathematical programming methods very efficiently. Hence, it can be applied in a dynamic setting when re-planning is initiated by unexpected changes.

2.4 Industrial application
The method was applied in a factory that produces complex, one-of-a-kind equipment. The internal resources were well-organized and stable. At subcontracting partners, there have been external capacities for all resources, but for a given unit costs. Orders were modeled as independent projects. The problem is to determine the timing and resource assignments of the activities of all the projects so as to
satisfy the temporal and resource constraints, and to minimize the cost of external resource usage. Production and capacity planning should be supported in an integrated way, at two levels of aggregation [10]:

- On the long term, with a 1-1.5 year horizon, by considering the various departments (such as mechanical design, components machining, mechanical assembly, electric design, electric assembly, installation, etc.) as resources.
- On the medium term, with a quarter horizon, by considering the groups of machine and labour resources of components machining.

We have implemented an environment for testing the representation power of the model and the efficiency of the solution method. The model was adequate with the expectations of both the managers and the engineers who should use the planner system.

Tests were run with the following typical settings: on a higher aggregation level 5 to 10 resources had to be dealt with and were required by some 150-250 activities. Problems on a lower level were of the same complexity since they had more resources, but due to the shorter planning horizon, fewer activities. In the worst case problem instances could be optimally solved on a Pentium 4 (1.6 GHz) personal computer within 90 sec. Typical solution time for real-life instances was less than 30 sec. Hence, thanks to its efficiency, the solver is applicable as the engine of an interactive, decision support production planner system. For some illustrations, see Figures 1 and 2.

Figure 1: The plan for a project. Solid lines (at the left and right borders) show the time window, different shades represent various activities.

Figure 2: Load of the "mechanical design" resource, with external needs above the internal capacity limit (dotted line).

The method is able to support planning even if no detailed information on product and production technology is available. Hence, it can be applied to planning the future load of a factory, to determine external capacity requirements right before the detailed design of a product is started. Naturally, as design proceeds, and more information is available on the products, the project model can be refined and solutions can be re-generated.

3 PROCESS MODELING AND PROCESS PLANNING

Manufacturing process planning connects the worlds of design and production. Computer-aided process planning (CAPP) holds the promises of better designs, lower production costs, larger flexibility, and improved quality. The CAPP problem is extremely complex because it has to include aspects of both design and production: it has to cover geometry and tolerances, material properties, manufacturing processes and tools, fixturing and holding devices, machines and other equipment used in production. CAPP is an ill-structured problem because it is hard to find an appropriate fit between a particular planning problem, the available domain knowledge, its representation, as well as its utilization. Consequently, planning expertise is typically a collection of fragmentary, context-dependent, often conflicting pieces of advice.

Our goal was to develop a generic planning model for CAPP that is a real bridge between design and production. The key requirements towards the model are as follows:

- It should support the representation of all relevant pieces of domain knowledge, across several manufacturing planning domains (machining, bending, inspection, assembly), in a rich variety of forms, no matter whether generated by human experts or by specialized program modules.
- It should efficiently consolidate conflicting pieces of knowledge and generate plans that approach given optimization criteria.
- It should be applicable in an interactive, mixed-initiative, exploratory mode of operation.

Attempts to give structure to CAPP problems have to rely basically on symbolic representation and reasoning methods. Methods like this are appropriate primarily in high-level planning where the resource usage (tools, holding device and machines) and the sequence of operations have to be determined. To support low-level planning - i.e., to determine the parameters of machining operations - subsymbolic methods seem to be more suitable. In what follows we give a short account of our research in both fields.

3.1 Constraint-based CAPP

In solving CAPP (as any other complex engineering) problems, the main methods are reasoning and search. However, in real-life cases reasoning has to face ambiguity and incompleteness, whereas search has to cope with complexity. The crux of all but the simplest CAPP problems is just to reconcile the logical and optimization aspects of planning and to handle inconsistent pieces of technological knowledge.

Hence, we suggested a model for CAPP that can capture as many domain knowledge as possible in a declarative way. However, the model should not be either complete or consistent [11], [12]. The model is based on constraints the specify properties of process plans. Constraints have some features that make them particularly suitable for modeling partial plans: they are declarative, non-directional, additive, mutually dependent and can also express partial information. Hence they state clearly what has to be satisfied without binding in any way how. Constraints are suitable for maintaining distributed, locally incomplete representations of plans. (That is the reason why constraints provide a key technology for collaborative and life-cycle design as well.)

The model captures pre-defined resource, precedence and grouping (so-called setup) constraints, and provides means for representing conditional as well as hard and soft constraints. Hence, inconsistent bodies of domain
knowledge can also be handled. An actual instance of the CAPP problem is built up by CAD and CAM related information (see Figure 3).

Actual solutions – partial and complete process plans – are extracted from the constraint based model by using the techniques of constraint programming (CP) that combine techniques of constraint satisfaction, branch-and-bound search and heuristic optimization. However, so as to handle soft constraints, the standard CP methods had to be extended with search techniques that find – and in a way maximize – consistent bodies of domain knowledge.

Partial and final solutions generated during the problem solving process are passed back for evaluation. If the evaluation renders a plan infeasible (i.e., non-executable), it should also refine the model so as to exclude the extraction of wrong plans in the subsequent steps of the planning process.

3.2 CAPP-CAD integration in sheet metal bending

Recently, we have applied the above constraint-based CAPP model in a real-life engineering domain, the bending of sheet metal parts [13]. In this domain where geometry plays a key role, traditional engineering knowledge consists of fragmentary, sometimes contradictory pieces of advice and the solutions are evaluated according to multiple criteria. It is hopeless to capture all domain knowledge a priori, before planning time. Hence, after starting with an initial model, partial solutions are evaluated and some planning constraints are generated on the fly.

The solution process is based on the communication of a general-purpose constraint solver and a domain-specific geometric expert. The geometric module works on an exact spatial representation of the part, machine and tools and generates and successively refines constraints that the solutions must satisfy. The other module solves the dynamically evolving constraint models by combining techniques of constraint propagation, branch-and-bound search and multi-criteria optimization. For an overview of the system, see Figure 4 below.

Figure 3: The problem solving cycle in CAPP.

3.3 Capturing process knowledge by subsymbolic methods

Reliable process models are extremely important in different fields of computer integrated manufacturing [14]. On the base of the applied knowledge, fundamental, heuristic and empirical models can be distinguished.

Difficulties in modeling manufacturing processes are manifold: the great number of different machining operations, multidimensional, nonlinear, stochastic nature of machining, partially understood relations between parameters, lack of reliable data, etc. A number of reasons back the required models: the design, optimization, control and simulation of processes and the design of equipment [15].

Artificial neural networks (ANNs) proved to be applicable for monitoring production processes [16]. In [18] a novel approach was described for generating multipurpose models of machining operations, combining machine learning and search techniques. A block-oriented framework for modeling and optimization of process chains was also introduced.

In one of our recent works the main issue is to automatically identify parts of a large system (e.g., a complex process chain) which can be modeled independently. It can be regarded as the inverse of the previous approach, i.e. instead of building up a large model on the base of sub-models, the goal of research is to automatically determine individual parts of a complex system, which can be modeled separately.

By this way, on the one hand, a deeper insight into the processes can be achieved, and on the other hand, more easily treatable sub-models and their connections can be automatically generated [19]. The approach is based on searching for appropriate, artificial neural network based sub-models where the input-output mapping can be relatively easily accomplished by neural learning.

Figure 5 shows a resulted sub-model structure having five main parts (in brackets), dividing a system containing eleven (indexed from zero to ten) description parameters. The fourth row of the demonstrated software window, e.g., shows that the algorithm identified a sub-model where parameters nr. 2, 3 and 6 as model inputs are able to estimate the variable nr. 5. The four identified sub-models have common parameters, e.g., parameter nr. 6 is estimated by the sub-model showed in the second row, but it is to be found among the input variables of the two next sub-models, too, showing that this technique recognizes a structure of connected sub-models, over the identification of its individual parts.

![Figure 4: Structure of the communicating CAPP-CAD planner.](image-url)
that can render plans and schedules inadequate. That is, schedules, the higher is the chance of unexpected events occurring over time. The closer we are to the realization of plans and schedules, the more often are they violated at execution time. The physical to digital environment integrators represent a chain of processes where the most important part (parts) is (are) simulated by appropriate (in most cases discrete event) simulation packages. In the case of plant optimization, most of the parameters are fixed and - satisfying some constraints - the values of other parameters are to be determined in order to reach a solution(s) of near optimal performance measures. Naturally, some constraints have to be satisfied at the same time. It is appropriate to replace the time-consuming simulation with ANN-based models initially trained by patterns generated by the plant or - in most cases - by simulation. The optimization framework described in [18], can search for solutions by using the ANN model(s). Whether a found solution is appropriate, i.e., it is within the region appropriately realized by the ANN model(s), is to be checked by simulation. If this run indicates unexplored region, the related patterns are added to the training set(s) of the ANN(s) and after training, a new optimization step is started. If the simulation provides with reinforcement, the solutions found are used for the determination of the system parameters searched for. Some results of an industrial project demonstrated the applicability of the concept where the task was to optimize the size spectrum of the ordered raw material at a plant producing one- and multi-layered printed wires [18].

4 ADVANCED FACTORY EQUIPMENT AND LAYOUT DESIGN AND MODELING

Simulation techniques can be advantageously used in the design of new production plants [17]. In [18], in addition to the modeling and optimization of manufacturing processes and process chains, the concept of the hybrid, AI-, ML- and simulation-supported optimization of production plants was also outlined. The concept is illustrated in Figure 6.

According to this concept, the production plant is represented as a chain of processes where the most important part (parts) is (are) simulated by appropriate (in most cases discrete event) simulation packages. In the case of plant optimization, most of the parameters are fixed and - satisfying some constraints - the values of other parameters are to be determined in order to reach a solution(s) of near optimal performance measures. Naturally, some constraints have to be satisfied at the same time. It is appropriate to replace the time-consuming simulation with ANN-based models initially trained by patterns generated by the plant or - in most cases - by simulation. The optimization framework described in [18], can search for solutions by using the ANN model(s). Whether a found solution is appropriate, i.e., it is within the region appropriately realized by the ANN model(s), is to be checked by simulation. If this run indicates unexplored region, the related patterns are added to the training set(s) of the ANN(s) and after training, a new optimization step is started. If the simulation provides with reinforcement, the solutions found are used for the determination of the system parameters searched for. Some results of an industrial project demonstrated the applicability of the concept where the task was to optimize the size spectrum of the ordered raw material at a plant producing one- and multi-layered printed wires [18].

5 PHYSICAL TO DIGITAL ENVIRONMENT INTEGRATORS

The physical to digital environment integrators represent a wide range of technologies that can be used for the bidirectional transfer and communication of data, models, measurements as well as process status and expert feedback between the digital and the physical domains [6]. In this Section, four attempts are described in this direction.

5.1 Simulation-supported production-scheduling

We are developing an integrated production planner and job shop scheduler system with flexible modeling capabilities and powerful, scalable solution methods. The system generates close-to-optimal production and capacity plans on the medium term, and detailed production schedules on the short term. Production plans and schedules, let them be generated by the most sophisticated methods, make not much sense if they cannot be executed. However, assumptions (e.g., concerning resource availability, production technology) taken by planning time are often violated at execution time. The closer we are to the realization of plans and schedules, the higher is the chance of unexpected events that can render plans and schedules inadequate. That is why practical scheduling is driven by uncertainty, and the methods applied in dynamic job shops rarely utilize theoretical results [20].

However, the deterministic constraint-based factory model can hardly account for all the uncertain events, and especially for those that may happen on the shop floor. Hence, we include such factors into our simulation model which will be used to evaluate the results of the constraint-based scheduler in face of uncertainties. Uncertainties modeled within the simulation model relate to (1) delivery and (2) quality of incoming material; (3) machine downtimes; (4) processing times and (5) insertion of extra, adjustment operations into the routings [21]. In this setting, simulation will capture the relevant aspects of the production planning and scheduling problem which cannot be represented in a deterministic, constraint-based optimization model. It will offer a benchmark platform for the generated (close-to) optimal schedules, help to evaluate the robustness of daily schedules against the above uncertainties and to support the systematic test of the production planning and scheduling system (Figure 7).

5.2 Agent-based control of traditional manufacturing systems by using simulation

In this section a novel approach to the virtualization of whole manufacturing systems is outlined, based on an extension of the Virtual Manufacturing (VM) concept [22].
Manufacturing sub-systems can be classified into four categories: Real Physical System (RPS), Real Informational System (RIS), Virtual Physical System (VPS), Virtual Informational System (VIS). VM makes it possible to simulate manufacturing processes in advance, without using real facilities, and by this way to accelerate the design and re-design of real manufacturing systems.

A fundamental feature of the VM concept is that it realizes a one-to-one mapping between the real and virtual systems, i.e. VIS and VPS try to simulate RIS and RPS, respectively, as exactly as possible. In [23] an extension of VM concept was suggested and illustrated. The main novelty of the approach is the break with the above one-to-one mapping, more exactly the use of the VM concept to control a traditional (centralized / hierarchical) manufacturing system in a holonic [24] way.

The virtual part of the system (Figure 8) runs in a holonic way and incorporates order management, scheduling and control issues. Resource agents which, from technological point of view, correspond to the real resources of the traditional system can be easily constructed by using the object library of the simulation framework [25]. Order management proceeds fully in the virtual system.

The holonic information system tested in a virtual environment has the potential of being used in real holonic systems.

As a further development of the above approach, in one of our running projects, the illustrated general concept is used for production scheduling, based on adaptive agents [26]. More exactly, high-level algorithms, including machine learning, neurodynamic programming run on the virtual level, taking the advantage of the significant speed difference which characterizes the virtual and real systems.

5.3 Advanced monitoring of complex production structures

Production monitoring is a special field, because

• the production process is already fully planned and the main task is to execute the processes as determined,
• changes and disturbances arise during the production - monitoring has to track and control these disturbances and their effect on the production processes,
• the high amount of information, characterizing production processes,
• complexity of production processes,
• partially understood relations among these data.

Based on the successful results of applying ANNs for monitoring manufacturing processes [16], two hybrid AI solutions for supervision and control of manufacturing processes with different degrees of integration were introduced later [27].

One of the main goals of the national research project on digital factories and production networks referred to in the Introduction is to develop algorithms suitable for monitoring complex production structures [4].

Advanced monitoring systems based on multisensor information, machine learning, data mining, etc., should support the measuring and processing of a large amount of data (e.g. 5-10000 samples per second) and give appropriate information for:
• the control level to initiate necessary intervention into the production in order to prevent additional losses and damage.
• personnel to make necessary further measures, maintenance activities,
• the management level about the operation of the production system.

Naturally, the high number of measurements of monitoring parameters causes a certain amount of incomplete data, their appropriate handling constitutes another important subject of the project.

Monitoring systems are expected to give information more and more reliable for the user in a comprehensive way. Finding appropriate techniques to present and highlight important manufacturing information is a fundamental goal of this part of the project, as well.

In order to accelerate the development and to enlighten the practical application of monitoring systems, appropriate, monitoring–related simulation of the production plants is also envisaged [19].

5.4 Application of tele-presence and interactive multimedia

No matter how sophisticated and automated a design / production system can be, human expertise is still needed in all phases of design / production. Due to the globalization and the international integration of production resources and other facilities, sites are scattered in space, around the globe. This implies that design engineers, testing and evaluating experts, end-user customers are located far away from each other and from the premises of the design, manufacturing, production, testing facilities. Not only larger factories but also small and medium enterprises face this situation [4].

Our research activity is focused on developing new solutions to allow human experts to get an open interface to all design, planning, production, testing and end-site environment any time and anywhere. Information in this general meaning includes text, numeric data, figures, pictures, video, sound - used and applied in an integrated manner, and referenced as multimedia. Further senses, such as tactility could be included in the advanced man-machine or human-machine interfaces of the next generation [28].

6 ENTERPRISE INTEGRATION TECHNOLOGIES

Production networks (PNs) offer numerous advantages for the member enterprises, among other things [3], [29]:
• increased reaction ability to changes in market conditions and demands, because the participation in the network involves better flexibility and agility;
• possibility to complement core competencies in order to be able to share some market opportunities;
• elimination of capacity bottlenecks and reduction of capital investment through resource sharing;
• increased redundancy, as more than one partner may provide the same service or product.

The objective of the project to be presented here is to conceive and develop a framework based on autonomous, cooperative agents for production management in production networks [29].

The Production Network Management System (PNMS) proposed here supports the functioning of several companies, considered as agents, working together for fulfilling a job-order (request) from an external customer. The company-agents may be product or service providers. In the PNMS, there are no pre-set relationships between agents.

Special emphasis is given on the elaboration of an availability (capacity analysis) and detailed scheduling model for companies involved in the PN, by using constraint programming techniques.

The PNMS to be presented here represents an attempt to open production planning from an internal, intra-enterprise activity, onto Internet / Extranet.

When a job-order is received, negotiation processes [30] emerge in the production network. The components of the system may change according to the external situation even after the order has been accepted. Naturally, the agents are self-interested and, within certain constraints, free to join, remain in or leave the network.

The information exchange will enter an iteration process until reaching a satisfactory solution (each task of the work order accomplished under the terms agreed with the customer) (Figure 9) or will be stopped if no solution is found.

As a summary, the approach described here combines agent-based and constraint programming techniques, which seems to be a very effective combination of different methods.

7 CONCLUSIONS

Some attempts towards the realization of digital enterprises were outlined in the paper, according to the five cornerstones of digital enterprise technologies given in [6]. Though, there is a long way to fully digitizing all the main technical and business processes of an enterprise in a comprehensive way, the stepwise realization of this digitalization process is a necessity, driven by very important and severe technical and business reasons.

The paper also outlined the main aspects of a national R&D project in Hungary on digital enterprises, production networks. A part of the introduced approaches has been developed within the framework of this project. Decision support systems are to be developed within the project, in order to help enterprises to cope with the problems of uncertainty and complexity, to increase their efficiency, to join in production networks and to improve the scope and quality of their customer relationship management.

As the described approaches illustrate, the realization of digital enterprises requires the latest information and communication technologies and AI and ML methods.

However, in order to fully exploit the potential benefits of digital enterprises and production networks, further research and development activities are needed, also in the framework of international cooperation.
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