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Abstract 
The paper gives a review of the literature related to the stability measures and describes a new concept with 
exhaustive simulation results. Predictive production schedules are calculated by a scheduler based on a 
genetic algorithm, hybridized with a modified Giffler&Thompson algorithm. By applying the proposed sched-
uler and executing the resulted schedules by simulation, the solution methods for stability-oriented resched-
uling described above can be profoundly tested and analyzed. Evaluation of several scenarios of the re-
scheduling threshold and the timing of rescheduling are presented in a case study. The system to be 
(re)scheduled is a five-machine test system with machine breakdowns. The results show how the investi-
gated rescheduling parameters and the disturbances generated into the system affect the efficiency and the 
stability of the schedule execution. 
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1 INTRODUCTION 
In manufacturing systems, difficulties arise from unex-
pected tasks and events, non-linearities, and a multitude 
of interactions while attempting to control various activities 
in dynamic shop-floors. Complexity and uncertainty seri-
ously limit the effectiveness of conventional control and 
(predictive) scheduling approaches. The selection of the 
most appropriate scheduling/rescheduling algorithms or 
the timing of the rescheduling action for a given assign-
ment is not a trivial task, which, however, can be sup-
ported by simulation-based evaluation. 
Previous studies in the literature mostly consider only two 
main goals defined for the rescheduling action:  
• make the schedule executable/feasible again, 
• improve the efficiency performance measure due to 

adaptation of the schedule to the situation occurred. 
In the recent years, as the third goal, several studies deal 
with the effect of the rescheduling also from the stability 
point of view. The aim of the paper is to analyze the con-
trol action taken by the scheduler on several rescheduling 
scenarios especially focusing on the timing in a small job-
shop environment. We present a stability measure and a 
stability-oriented schedule calculation method – based on 
a genetic algorithm – to be able to minimize the negative 
effect of the changes induced by the rescheduling, how-
ever, keeping efficiency also at considerable level. 

2 RESCHEDULING OF MANUFACTURING SYSTEMS 
2.1 Uncertainty during schedule execution 
Depending on the environment, there may be disruptions 
during (schedule) execution in the production system, due 
to unforeseen events, such as machine breakdowns, raw 
material of insufficient quality or supply, stochasticity of 
processing times, differences in the operators’ efficiency, 
incorrect or missing information. These are internal dis-
ruptions and cannot be exactly predicted because of the 
stochastic behaviour of the parameters, though, reaction 
from the scheduling system is needed. During execution, 
incoming urgent orders give the dynamic nature of the 

scheduling problem and can be concerned as external 
disruptions, which may also require modifications in the 
schedule. 
In order to control production in dynamic scheduling envi-
ronments having continuous job arrivals or stochastic 
environments where parameters are uncertain, two com-
mon strategies are known. These are dynamic scheduling 
solutions (on-line scheduling) and predictive-reactive 
scheduling techniques. The predictive-reactive approach 
means calculating a predictive (or off-line) schedule con-
cerning a static problem, and continuously updating this 
existing schedule in order to adapt schedules to changing 
circumstances (reactive this way). 
In the paper, the schedule evaluation techniques related 
mostly to the predictive-reactive scheduling approach in a 
dynamically changing environment are discussed, incor-
porating both deterministic and stochastic system pa-
rameters. 
Sabuncuoglu and Kizilisik [1] , Vieira, et al. [2], Herroelen 
and Leus [3] and Gören [4] give a summary in chronologic 
order of studies that analyze scheduling and rescheduling 
problems in a dynamic and stochastic environment, while 
Pinedo [5] categorize the scheduling techniques, based 
on the stochastic or deterministic characteristics of the 
problem. Research results on scheduling with uncertain-
ties such as completely reactive, robust scheduling and 
predictive-reactive approaches are categorized and pre-
sented by Aytug et al. [6]. They give a broad overview in 
their study on production schedule execution in the face of 
uncertainties. 
2.2 Rescheduling policies 
From the practical point of view, it is not possible to create 
schedules excessively frequently, however, the theoreti-
cally best performance of the whole system could be 
realized if schedules could be adapted to any changes, 
disruptions occurring in real-time. Most industrial planning 
and scheduling systems create schedules in idle time of 
the production, e.g., at nights, since the acquisition of 



production-related data, definition of constrains and crea-
tion of schedules for larger shops, generally requires 
significant computational time. This way, the basic ques-
tion “when to reschedule?” needs to be answered. 
A notation of existing approaches is provided in [7] and 
[6]. Let the time when a new schedule is constructed be 
defined by the rescheduling point and the time between 
two consecutive rescheduling points by the rescheduling 
interval (RI). Predictive-reactive strategy includes three 
policy types: periodic, event-driven and hybrid. Schedule 
modification can be executed in given time periods (peri-
odic rescheduling policy) where any events occurring 
between rescheduling points are ignored up to the follow-
ing rescheduling point, or related to specified events oc-
curring during schedule execution (event-driven resched-
uling policy). If this specified event means a disruption or 
an event that has significant impact on the further sched-
ule execution, then the schedule must be revised or a new 
schedule must be generated. 
Combining the two basic methods, hybrid rescheduling 
policy can be defined under which rescheduling may oc-
cur not only periodically but also whenever a disturbance 
is realized (either internal or external) in the system (e.g., 
machine failures, urgent orders). In Figure 1, the concept 
of hybrid rescheduling policy is presented. Generally, 
schedules are calculated in every RI time interval. Re-
scheduling is also performed right after Disruption 1 (RI is 
modified to RI*), while the disruption has significant im-
pact on schedule execution, thus the initial schedule ne-
cessitates modification, i.e., rescheduling. Disruption 2 is 
neglected, because the effect induced by the disruption 
does not require modification in the schedule, the sched-
ule is still executable without much degradation of per-
formance (e.g. it is not necessary to reschedule, even 
because Disruption 2 is close to the next rescheduling 
point). 
Continuous rescheduling is the extreme case of event-
driven policy where rescheduling action is taken each time 
an event is recognized by the system. 
2.3 Schedule repair methods 
Once the system performed the rescheduling action, the 
way of schedule modification has to be defined. Three 
common schedule repair methods and robust scheduling 
are presented below. 
Right-shift schedule repair method postpones each opera-
tion affected by the disruption by the amount of time 
needed for making the schedule feasible [8]. 
Partial rescheduling means that only a selected sub-set of 
the operations are rescheduled. This method, presented 
in [1],[8],[9], preserves the initial schedule as much as 
possible, i.e., only repairs the schedule. 
Complete rescheduling in this context means that at each 
rescheduling point, all jobs from the previous (initial) 
schedule that remained unprocessed are involved during 
the schedule formulation. Complete rescheduling is, gen-
erally, better than partial rescheduling, regarding effi-
ciency measures. 

3 IMPACT OF RESCHEDULING – STABILITY 
It might be interesting that while scheduling will optimize 
the efficiency measure, the applied strategies generate 
schedules that are often radically different from the previ-
ous ones. From the practical point of view, scheduling 
techniques addressing continuity of schedules during 
revision seem to be more acceptable or preferable in 
industrial applications, while constructing completely new 
schedules during schedule execution process should be 
avoided.  

3.1 Schedule stability 
It is important to point out that while rescheduling will aim 
at optimizing efficiency by considering classical perform-
ance measures (e.g., makespan or tardiness), the impact 
of disruptions induced by moving jobs during a reschedul-
ing event is mostly neglected. In case of minimizing this 
impact the performance measurement applied is fre-
quently called stability [7],[9],[10],. According to Herroelen 
and Leus [3], if the objective is to generate a new sched-
ule that deviates from the original one as little as possible, 
a particular rescheduling case is created where ex post 
stability is induced (contrary to robust scheduling case 
where, the basic objective is to minimize a function of the 
deviation between the initial schedule and the final sched-
ule, referred to as ex ante stability). 
3.2 Stability measurements and solutions 
In previous papers, the number of rescheduling actions 
was used by Church and Uzsoy [7] as the measure of 
stability. Alagöz and Azizoglu [11] studied the case in 
which the stability measure is the number of jobs proc-
essed on different machines in the initial and the new 
schedule. Other approaches [9],[12] defined stability in 
terms of the deviation of job starting times between the 
original and revised schedules and the difference of job 
sequences between the initial and revised schedules. 
Starting time deviation can be a very useful measure of 
the rescheduling algorithm in manufacturing environments 
where secondary resources (e.g. tooling) are delivered to 
the machine, based on the initial schedule. Changing job 
starting times may incur transportation costs if the tools or 
materials are delivered earlier than required, moreover, 
rush order costs are also incurred in case these are re-
quested earlier than planned in the schedule. For this 
reason, in [8] starting time deviation comprises two com-
ponents: delay and rush. 
Measuring sequence deviation is clearly obvious if ma-
chine setups are prepared in advance, based on the initial 
schedule (initial order sequence). For example, if jobs are 
waiting in sequence queues in order to feed a production 
line, a sequence change incurs costs in resequencing the 
queue, reallocate associated resources, etc. 
One of the shortcomings of these approaches, i.e., meas-
uring start time, sequence or machine deviations, is that 
they ignore the fact that the impact of changes increases 
if those are closer to the current time. In [13] one of the 
dimensions of stability reflects how close the changes are 
to the current time (referred to as actuality in [14]). 
3.3 Multiobjective solutions 
Several authors propose a method for dynamic or sto-
chastic scheduling problems, based on a bicriteria objec-
tive function that simultaneously considers efficiency and 
stability, addressing a compromise between them. 
A bicriteria objective function is provided in [12],[15] and 
[9], in order to minimize makespan and deviation from the 
initial schedule which is measured by the difference be-
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Figure 1: Impact of disruptions on schedule execution 
by applying hybrid rescheduling policy. 



tween start times and/or the sequence of operations in the 
initial and revised schedules. During schedule calculation 
they apply the bicriteria objective function. In some cases 
the efficiency or stability itself is a combination of the 
related measures [13]. Results regarding efficiency and 
stability as well as multiobjective solutions are presented 
in the following section. 
3.4 Impact of stability on schedule efficiency 
Vieira, et al. [16] realized the existence of a conflict be-
tween avoiding setups (as a measure of stability) and 
reducing flow time (measure of efficiency). The reschedul-
ing period significantly affects the above objectives, which 
statement is also concluded in [1],[7],[13],[14] and [15]. 
In their study, Mehta and Uzsoy [10] and Cowling and 
Johansson [12] indicate that schedules that are robust to 
stochastic disturbances can be generated without much 
degradation of system performance. As it is demonstrated 
by the evaluation of test problems in [9], introducing the 
proposed bicriteria objective function, schedule calculation 
may result significantly more stable schedules, while re-
taining near-optimal makespans. Bidot et al. [17] conclude 
that while rescheduling frequency increases with an en-
hanced sensitivity factor of the rescheduling threshold, the 
selected performance measure (makespan) improves. 
Nevertheless, the number of rescheduling is increased, 
though they do not consider the effect of rescheduling as 
a matter of stability. 

4 STABILITY-ORIENTED EVALUATION OF RE-
SCHEDULING METHODS 

4.1 Proposed stability measure 
In the previous sections, several possible solutions for 
measuring schedule stability are discussed (e.g. se-
quence deviation, number of rescheduling). Here we pro-
pose a solution (1), where stability is calculated for each 
available job in the system during schedule calculation by 
giving penalty (PN) values, using the relation penalty = 
starting time deviation + actuality penalty. Starting time 
deviation is the difference between the start time of the 
job at the new and previous rescheduling points. Measur-
ing start time deviation also reflects the changes in the 
sequences before the machines, i.e. with limitations it is 
capable to measure the sequence changes. 
Actuality penalty is related to a penalty function associ-
ated with the deviation of the start time of the job from the 
current time. For instance, in case two jobs have the 
same penalty values for start time deviation after re-
scheduling, the one with the starting time closer to the 
time of execution will be given a higher penalty value (by 
applying (1)). Scaling factor (k) and the square root opera-

tion are responsible for tuning the expression, i.e., for 
smoothening the actuality curve. Penalty values are only 
calculated in case starting time deviation is greater than 0. 
A schedule with less penalty value can be considered a 
more stable schedule. The mean value of stability PN  is 
calculated for all schedules as follows: 
 

∑
∈ ⎥

⎥
⎦

⎤

⎢
⎢
⎣

⎡

−
+−=

Bj j
jj

pn Tt
ktt

n
PN '1 ,  (1) 

where 
B is the set of available jobs j that remained un-
processed in the initial schedule, and |tj’– tj|>0 
and tj –T >0, 
npn is the number of the elements in B, 
tj is the predicted start time of job j in the current 
schedule, 
tj’ is the predicted start time of job j in the suc-
cessive schedule, 
T is the current time, i.e., the point in time at 
which the rescheduling action is performed, 
k is the scaling factor for actuality penalty. 

Let us consider a small example here (case1 and case2), 
demonstrating the calculation of the given penalty values 
for a single operation after rescheduling. The current time, 
T, when the rescheduling action is taken is 28 and the 
scaling factor (k) is 10. For case1, the start time of the 
operation is 30 in the current schedule, while in the newly 
calculated one it equals 32. For case2, these are 45 and 
50, respectively. The resulted actuality penalty (high-
lighted in Figure 2 as ap1 and ap2) is about 7.1 for case1 
and only about 2.4 for case2. However the start time de-
viation for case1 is less as in case2 (2 and 5, respec-
tively), the resulted penalty values (PN in Table 1) show a 
less critical modification in the schedule of the operation 
for case2. 

 Start time 
difference Actuality 

Actuality 
penalty PN 

case1 2 2 7.1 9.1 
case2 5 17 2.4 7.4 

Table 1: Example - resulted penalty values for one  
selected operation after rescheduling. 

 
4.2 Stability-oriented scheduling by applying GA 
The scheduler, connected to the simulation is based on a 
genetic algorithm (GA).  
Since the early ‘80s, several promising GA based sched-
uling solutions are presented in the scheduling literature, 
however, the difficulties arising from the chromosome 
representation for ordering problems (e.g. JSSP) are still 
inducing potentials in this research field as discussed in 
[18] and [19]. For instance, the traditional chromosome is 
usually a binary string. For a scheduling problem, one 
possible representation is that this string contains the 
position of each operation in the sequence. The problem 
with this representation is clear: the applied standard 
crossover or mutation operators often generate infeasible 
offspring sequences. One reasonable solution is to use 
schedule builder or decoder procedures to form a feasible 
schedule from the chromosome representation. 
In our approach we use a problem encoding solution 
similar to the one presented in [15]. For reducing search 
space during the generation of active schedules and to be 
able to use standard GA operators, a modified Giffler-
Thompson (G&T) algorithm is presented. The basic con-
cept and proof on the theorem on the active or non-delay Figure 2: The characteristics of the actuality penalty curve.



schedule creation algorithm can be found in [20], while 
particular applications in which G&T is hybridized with GA 
can be found in [15] and [19].  
Below a brief outline of the G&T algorithm for obtaining 
active schedules is presented. 
Step 1. 

Let C contain the first schedulable op. of each job 
Let rjm = 0, for all operation (j,m) in C (rjm is the ready 
time (earliest start time) for the operation (j,m)) 

Step 2. 
Calculate t(C) = min(j,m)∈C {rjm + pjm}, (pjm is the proc-
essing time of operation (j,m)) 
Let m* denote the machine on which the minimum is 
achieved 

Step 3. 
Let G denote the conflict set of all operations (j,m*) 
on machine m* such that rjm* < t(C) 

Step 4. 
Randomly select one op. from G and schedule it 

Step 5. 
Delete the operation from C, and include its immedi-
ate successor in C 

Step 6. 
Update rjm in C and return to step 2 until all operation 
are scheduled. 

 
In our proposed solution, the schedule is formulated by 
modifying Step 4 in the original G&T algorithm as follows: 

Select the operation from G with the smallest pri-
ority index and schedule it. 

Two parallel chromosome sequences are applied to be 
able to build up schedules also for job-shop problems 
where one selected operation can be processed on differ-
ent machines, i.e. machines are capable for different 
processes. 
The first sequence (chrom 1 in Table 2) contains indexes 
for all the operations to be scheduled with a priority value. 
This is generated and selected initially from a set defined 
between 0 and the number of operations in the schedule. 
Priority indexes for all the schedulable operations are 
represented by the chromosomes in the GA (Table 2). 
The second sequence (chrom 2 in Table 2) also contains 
indexes for all the operations (in the same order) but this 
is responsible for selecting the appropriate machine from 
the set of the available processes required by the opera-
tion, e.g., in the example above, it varies btw. 1 and 3. 
The parameters for the proposed hybrid GA scheduler are 
determined after a set of test runs in order to be able to 
tune the values for the presented scheduling problem 
sets. Standard setting for the GA are as follows: genera-
tion level is 100, population size is 10, crossover probabil-
ity rate for the applied PMX operator is 0.8, and mutation 
probability rate is set to 0.1. Selection of the individuals is 
based on the roulette-wheel selection strategy. The muta-
tion operation is applied to off-spring solutions with a 
mutation probability: the value of the gene in the selected 
chromosome for mutation will be altered randomly, by 
setting the value between 0 and the number of all opera-
tions in the schedule for the first sequence and the num-
ber of available machines for the second sequence. 
As a novel approach, the GA scheduler is capable of 
creating more stabile (new) schedules by setting the initial 
population of the GA at the rescheduling point so that the 
schedule should be built by modifying the final (or best) 
population of the preceding GA run. Since this procedure 
reduces the search space [18],[19], and thus the compu-

tation effort, as a by-effect, the probability of ending the 
search in a local minimum or maximum place is higher. As 
stated in the previous sections, in case of a rescheduling 
action, the reason of schedule modification is a certain 
deviation between the initially calculated and the finally 
executed schedule. Therefore, regarding stability, this 
kind of shortcomings of GA-based search procedure 
might be an advantage during the modification of an exist-
ing schedule. In our current solution this ‘behaviour’ of the 
GA is represented by the rate of the probability, in which 
measure the new initial population should use the solu-
tions from the preceding ones. In the presented case-
study this is set to 0.8. 

operation/
job 1,1 2,1 3,1 1,2 2,2 3,2 1,3 2,3 

chrom 1. 8 1 6 5 2 3 4 7 
chrom 2 1 2 3 2 3 1 3 1 

Table 2: Example (3 jobs ×  3 machines) for chromosome 
representation applied in the GA for schedule formulation. 

5 CASE STUDY- HYBRID RESCHEDULING OF A 
JOB-SHOP 

In this section a simulation-based evaluation of the sev-
eral settings of the proposed rescheduling threshold and 
the timing of rescheduling are presented. We concentrate 
on the relationship between the rescheduling threshold 
and schedule stability as well as efficiency under different 
scheduling circumstances. The results of the experiments 
are valuable for future work in this direction (consider, 
e.g., dynamic job arrivals as additional disturbances in the 
rescheduling system). 
The system to be (re)scheduled is a five-machine test 
system. Calculated schedules are executed several times, 
defined by the number of required replications, by using 
the simulation model of the system. The evaluation of 
rescheduling capability, i.e., the reactions when realizing 
disruptions in the proposed scheduler are analyzed. The 
applied internal disruption-category during schedule exe-
cution is machine breakdowns. 
By applying discrete event simulation, the solution meth-
ods for rescheduling described in the previous sections 
can be profoundly tested, analyzed and compared in a 
dynamic, changing test environment. In this section the 
simulation-based evaluation approaches are presented, 
while the detailed theoretical background and methodol-
ogy of simulation itself can be found in [21]. A detailed 
description of the possible application areas of simulation 
and new modelling techniques in production planning and 
scheduling systems are given in [22]. 
5.1 Design of the rescheduling experiments 
Three different scheduling problems are considered, de-
noted as alt0, alt1 and alt2. Case alt0 is a classical job-
shop scheduling problem where each job must be proc-
essed on each machine only once and the machines are 
not interchangeable.  
Settings alt1 and alt2 cover a job-shop where operations 
can be processed on different machines, i.e., alternative 
machines may be selected. The number of alternative 
machines for each operation (average number of ma-
chines per operation) is set to 2 and 3 for problems alt1 
and alt2, respectively. The above presented scheduling 
problems were generated with the purpose to have similar 
characteristics compared to the benchmark problem sets 
(sdata, rdata, vdata) presented by Fisher and Thompson 
[23] and Hurink et al [24]. 



The scheduling problem presented can be considered as 
a 5 X 8 job-shop scheduling problem, and this way, the 
number of machines (m) is 5, the number of operations 
(no) per job is no = m. The efficiency measure for the 
schedules is makespan calculated Cmax = max{c1 ,c2 
,..,cn}, where n is the number of jobs. The number of jobs 
to be scheduled in each initial schedule is 8. Resulted 
best makespan values, calculated by the GA scheduler 
concerning deterministic system parameters, static 
scheduling problem and no machine breakdowns, are 42, 
30 and 21 time units, for alt0, alt1 and alt2, respectively.  
5.2 Rescheduling threshold 
In the presented experiments end time monitoring is con-
sidered as the monitored performance index during the 
schedule execution. In case the processing of an opera-
tion ends, the mean absolute tardiness is calculated for all 
the operation involved and compared to the rescheduling 
threshold (β) by applying (2). 
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where 
n is the number of the completed operations 
counted from the last rescheduling point, 
cj,sim is the simulated end time of operation j, 
cj,pre is the predicted end time of operation j. 
 

Once the threshold is bypassed, a rescheduling action is 
initiated and a new schedule is generated. The way of the 
schedule creation (how to repair the schedule) depends 
on the settings of the experiment: right-shift or complete 
rescheduling is applied. In the current static job-shop 
problem the total penalty values (PN) – regarding stability 
after rescheduling – are calculated by using scaling factor 
k = 10. 
Four different settings for the rescheduling strategy are 
introduced. Setting β=∞ can be considered as a right-shift 
schedule repair after machine breakdown, i.e., no re-
scheduling action could be performed but each operation 
affected by the breakdown is delayed by the simulation. 

By the next setting, β= 1 and for the level of n 4 is applied, 
which has a major effect on the reaction time to disrup-
tions (e.g. compared to n=0). 
β=0 can be considered an event-driven rescheduling 
method (noted as β=0) where each execution-related 
event, i.e., disruption realized by the system indicates a 
rescheduling action. A modification of this setting is also 
introduced. By giving additional information, the mean 
time to repair (MTTR), about the machine breakdown to 
the scheduler (β=0 + MTTR). 
5.3 Evaluation against machine breakdowns 
The four different settings for the rescheduling strategy is 
presented and analyzed on two particular machine break-
down cases as well as on the three scheduling problems 
(alt0, alt1 and alt2). It is assumed that no operation can be 
processed during the disruption, and job preemptions are 
not allowed so that disrupted operations must be restarted 
form the beginning. Each failure generated into the sys-
tem occurs only once in the scheduling horizon. 
By the first set of machine failures, the effect of the break-
down duration is considered. One selected machine is 
disabled from time unit 5 until time unit 7 and 15, denoted 
as dt=2 and dt=10, respectively. Results of the simulation-
based evaluation show, in case a particular disturbance 
occurs in the system, predictive-reactive approach, apply-
ing stability-oriented rescheduling methods, a slight im-
provement on efficiency can be obtained, comparing it 
with standard right-shifting schedule repair methods (Fig-
ure 3 and Figure 4 for the results obtained by the problem 
set alt0 and alt2). The results indicate that if in the system 
no alternative resources for operations exist (problem set 
alt0), event-driven rescheduling (β=0), might be more 
effective than monitoring rescheduling threshold with a 
higher value in case dt is 10, while keeping stability in an 
acceptable range. Similarly to the case study presented in 
[14] (one machine case), increase on the efficiency 
measure results a degradation of the measured stability 
can be also observed. 
As the second set of breakdowns, the time of the distur-
bance occurred in the system (relative to the time of exe-
cution) is considered. Aggregated results are highlighted 
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Figure 6: Resulted stability measures on the applied re-
scheduling threshold (β) and the time of breakdowns (Tbr). 



for problem set alt0, alt1 and alt2 in Figure 5 for efficiency 
and Figure 6 for stability measures. The x-axis represents 
the time point at which the machine breakdown occurs in 
the system (1, 5, 10 or 20). It can be stated that right-shift 
method outperforms the GA-based rescheduling method 
only in case of the machine breakdown occurs nearly at 
the end of the considered scheduling horizon (time point 
20). However, if the disturbance occurs right after the 
schedule creation – normal (re)scheduling point – or in the 
middle of the scheduling horizon, it is obvious to apply the 
proposed rescheduling method. The selection of the most 
suitable rescheduling threshold (β) in these cases de-
pends on the required level of stability. For instance, 
compare the cumulated makespan for the rescheduling 
threshold settings β=1 to β=0+MTTR at a machine break-
down initiated at time point 5. The values are 148 and 
144, respectively; meanwhile the resulted stability (PN) 
values for these settings are 586 and 1362. 

6 SUMMARY AND FUTURE WORK 
The paper described a concept of schedule stability 
measurement for rescheduling, as well as a scheduler, 
based on a GA hybridized with a modified G&T algorithm. 
By applying the proposed scheduler and executing the 
resulted schedules by simulation, the solution methods for 
stability-oriented rescheduling described in the paper 
were tested and analyzed. It can be stated that the inves-
tigated rescheduling parameters (rescheduling threshold) 
and the disturbance generated into the system had con-
siderable impact on the number of rescheduling actions 
and the timing of these actions, and by this way, on the 
stability of the schedule execution. As it is assumed, find-
ing the appropriate rescheduling threshold for each given 
rescheduling situation may result in a compromise be-
tween stabile schedule execution and schedule quality. 
The extension of these experiments could be future work 
by applying adaptive, situation-dependent rescheduling 
thresholds and stability factors in a dynamic and stochas-
tic scheduling environment. Another direction of the re-
search activity is to improve the applied GA-based sched-
uler in order to have better performance both on efficiency 
and stability, e.g., by applying multi-objective objective 
function. 
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